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Temperature and its vatiability in oak forests
in the southeastern Missouri Ozarks
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ABSTRACT: This paper examines air and soil temperature, their variabilities, and their relationships
with decomposition and ground flora diversity within an oak Quercus forest in the southeastern
Missouri Ozarks (USA). We conducted 3 experiments with 9 mobile weather stations at Missouri Ozark
Forest Ecosystem Project (MOFEP) study sites from September 1994 to August 1995. We used the cot-
ton strip assay technique to quantify decomposition rate and Simpson's diversity index to evaluate the
diversity of the ground flora. We found that air temperature at each site differed significantly from
every other site (p < 0.001) based on a temporal scale of 20 min; this was also the case for soil tempera-
ture (p < 0.001). The spatial variation of soil temperature was consistently greater than that of air
temperature. The spatial variation of air temperature increased with increasing spatial scale. Spatial
variation of soil temperature increased rapidly from the 0 to ca 40 m scale, then decreased slowly before
it began to increase again at a spatial scale of ca 700 m. Temperature was not highly correlated to
‘decomposition rate in the study area (correlation coefficients were 0.51 and 0.64 for air and soil tem-
perature, respectively). The spatial variation of temperature was inversely related to the species diver-
sity of the ground flora (R? was 0.87, 0.93, and 0.76 for air, soil surface, and soil temperature, respec-
tively, at the 400 m scale). These results suggest that temperature variation can be quite significant,
even at the stand level, and can impact some ecological patterns and processes at the same scale.

KEY WORDS: Forest microclimate . Ecological Land Type (ELT) - Missouri Ozark Forest Ecosystem
Project (MOFEP) - Temperature variability - Scale issues

1. INTRODUCTION

Effective management of our environment and nat-
ural resources has become a major public concern in
recent years. Ecosystem management has been pro-
posed as one of the most promising avenues for
addressing or resolving current environmental and
natural resource issues (Haeuber & Franklin 1996,
Franklin 1997), as it is the integration of ecological,
economic, and social factors in order to maintain and
enhance economic output and the environmental qual-
ity of an ecosystem to meet current and future needs
(Christensen et al. 1996, Thomas 1996). The Missouri
Ozark Forest Ecosystem Project (MOFEP), initiated by
the Missouri Department of Conservation in 1990, is a
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pilot project designed to incorporate ecosystem man-
agement theories into forest management practices at
the ecosystem level (Brookshire & Hauser 1993). The
project was designed to allow researchers, managers,
and policy makers to cooperatively manage the
ecoSystems. As a long-term ecosystem research pro-
ject, MOFEP is currently composed of 10 subprojects
that focus on the following areas: (1) composition and
spatial distribution of woody vegetation, (2) herba-
ceous plant species diversity, (3) forest bird diversity
and productivity, (4) oak Quercus spp. mast produc-
tion, (5) density and diversity of small mammals, rep-
tiles and amphibians, (6) water movement and quality,
(7) forest litter invertebrates, (8) genetic diversity in sel-
ected woody plants, (9) nutrient cycling, and (10) land-
scape ecology and microclimate. The current manage-
ment design is scheduled to continue to the year 2055.
Many ecological phenomena are sensitive to spatial
h_eterog‘e_n@( 7 and fluxes within spatial mosaics. For
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example, gene flow and population differentiation
respond well to spatial heterogeneity (Futuyma 1986).
. Landscape ecology has provided new ways to explore
. spatial heterogeneity, to discover how spatial patterns
control ecological processes at various scales, and to
answer questions which traditional within-patch
explanations address incompletely (Pickett & Cade-
nasso 1995). Over the long term, environmental diver-
sity determines biological diversity. Environmental
heterogeneity is an important factor in the process of
adaptive evolution, and it may contribute to the main-
tenance of genetic polymorphism in natural popula-
tions, Field investigations have implicated spatial vari-
ation as an important component in the maintenance of
genetic variation at the chromosomal and enzymatic
levels (Taylor & Powell 1977, Mulley et al. 1979, Barker
et al. 1987). Previous studies have also demonstrated
that environmental patterns are related to species dis-
tribution and vegetation types (Zobel et al. 1976).
Since climate is one of the most important environ-
mental factors, climatic variation may play a critical
role in such ecological phenomena and processes as
species distribution, composition and diversity, regen-
eration, and productivity (Zobel et al. 1976, Johansson
et al. 1995). At large spatial scales (e.g. global or
regional level), the effect of macroclimate is dominant.
However, at small scales (stand or individual tree level)
using macroclimate may lead to over-generalization.
In this case, microclimate is much more important
because it directly influences most ecological and
physiological processes (Waring & Schilesinger 1985,
Chen & Franklin 1997). A simple reason for adding
‘microclimate research to MOFEP was to provide
microclimate data to the other subprojects and, as an
input, to the ecosystem management models. Using
microclimate data may improve the accuracy and
application of the models because of the heteroge-
neous nature of microclimate. Evaluating how the
different management treatments influence the local
climate and monitoring the long-term microclimatic
variation are essential objectives of this project.
Among various microclimate variables, temperature
is one of the most critical factors. Temperature and its
variation govern most biological and ecological pro-
cesses, and in some cases the latter may be more
important (Alexander 1961). In addition, temperature
affects photosynthesis, respiration, bud opening, shoot
growth, seedling mortality, and seed germination
(Zimmermann et al. 1971, Kramer & Kozlowski 1979,
Sorensen 1983, Kanninen 1985, Kuhns et al. 1985).
. Although seeds of many species will germinate at
. constant temperature, germination of most species
requires or is increased by temperature fluctuations
(e.g. Manchurian ash and Japanese red pine) (Hatano
© & Asakawa 1964, Kramer & Kozlowski 1979). Further-

more, temperature and its variation signiﬁcantly infly-
ence the composition, growth and productivity of
microorganisms. Both autotrophic and heterotmphic
organisms might thrive better with fluctuating than
with constant temperature (Brock 1966). Wildlife ig
also affected by temperature and its variation, in actiy-
ities such as habitat selection, migration, and the inter-
nal chemical systems through which animals regulate
their body temperature (Gordon et al. 1977, Hunter
1990).

Previous studies have shown that spatial and tempo-
ral variations in temperature are significant in differ- .
entiating vegetation zones, species composition and
populations at large spatial and temporal scales (Wﬂ.
son 1970, Bergen 1974). Little attention has been paid
to small scales, such as the stand and substand levels
(Zobel et al. 1976, Chen & Franklin 1997). Because the
spatial heterogeneity at various scales in ecological '
systems often influences different ecological processes
(Pickett & Cadenasso 1995) and because both biotic
and abiotic elements of an ecosystem change almost
continuously both in space and in time, we expect that
temperature and its variability at small scales may be
critical to some ecological patterns and processes in
ground flora and forest soil, though probably not to the
overstory. Unfortunately, it is not clear how the spatial
variation of temperature’is related to some ecological
phenomena and processes at the stand and substand
levels (e.g. species distribution, composition and diver-
sity, ground flora, microorganisms, soil animals, and
decomposition). We know little about temperature and
its variation at these scales.

Earlier studies of forest microclimate have focused
on the effects of individual factors, such as topographic
position, soil type, vegetation type, or different har-

-vesting methods (Waring 1969, Wilson 1970, Hunger-

ford & Babbit 1987). However, current ecosystem man-
agement practices are based on a more comprehensive
ecological unit, such as the Ecological Land Type (ELT)
or Land Type Association (LTA). Thus, microclimatic
information must be based on current ecological units
in order to be useful to managers.

Ecological land classification, a hierarchically struc-
tured, multifactor approach for mapping ecological
units at multiple scales, has been shown to be helpful
in quantifying variation in fundamental ecological
processes and in management operations (Barnes et al.
1982, Spies & Barnes 1985, Zak et al. 1986, Host et al.
1988, 1996, Davis & Dozier 1990, Hanson & Hargrave
1996). A commonly used system in the United StateTs
has been developed by the U.S. Department of Agri-
culture Forest Service, the National Hierarchical
Framework of Ecological Units (ECOMAP 1993),
which includes 8 ecological units. This system has
been extensively adopted by other national (e.g-
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National Park Service), regional, (e.g. Lake States,
Pacific Northwest) and state (e.g. Missouri and Mon-
tana) natural resource management agencies (Davis &
Dozier 1990, Lowell 1990, Hanson & Hargrave 1996,
Host et al. 1996). Level 7 of this system is the Ecologi-
cal Land Type (ELT), which is defined as an ecologi-
cally uniform area capable of a particular level of pro-
duction or use and characterized by regional landform,
soil type, topographic aspect, slope steepness, and nat-
ural vegetation (USDA 1979, Miller 1981, Lowell 1990,
Albert 1995). To make our results more valuable to the
MOFEP project we also compared temperature and its
variability between 3 dominant ELTs at the MOFEP
sites.

The objectives of this paper are to examine: (1) tem-
perature and its spatial variation at a small scale (80 x
80 m?) within ELT 17; (2) temperature and its vari-
ability among ELTs 11, 17, and 18 (stand level);
(3) changes in temperature variation with spatial and
temporal scales; and (4) relationships between temper-
ature variation and some ecological phenomena and
processes at the stand level (e.g. decomposition and
species diversity).

2. METHODS

2.1. Study area. The MOFEP study area is made up
of 9 compartments, ranging in size from 260 to 527 ha,
which are located in Carter, Reynolds, and Shannon
counties in the southeastern Missouri Ozarks (91° 01’
to 91° 13’ W and 37° 00' to 37° 12’ N). These counties
are 84 % forested with large contiguous blocks sepa-
rated only by roads and streams. Agricultural activities
are limited to bottomland corridors along primary
streams. The Etudy area consists of mature upland oak-
hickory and oak-pine forest communities. Dominant
tree species include white oak Quercus alba L., black
oak Quercus velutina L., post oak Quercus stellata
Wang., scarlet oak Quercus coccinea Muenchbh., black-
jack oak Quercus marilandica Muenchh., chinkapin
oak Quercus muehlenbergii Engelm, shortleaf pine
Pinus echinata Mill, and hickory
Carya spp. Understory species include
dogwood Cornus spp. and blackgum
Nyssa sylvatica.

study sites (Gott 1975). Soils in this area were formed
mostly in residuum. The common series is Viburnum,
Midco, Gepp, Bardley, Viraton, Poynor and Clarksville
(Brookshire & Hauser 1993). Mean annual temperature
and annual precipitation are 13.3°C and 1120 mm,
respectively. The MOFEP study sites cover 13 different
ELTs, with ELTs 11, 17 and 18 comprising 90% of the
total area (Table 1).

2.2. Experimental design and instrumentation.
Three experiments were conducted in 1994 and 1995
(Table 2). The first experiment examined temperature
and its variability on a small spatial scale (80 x 80 m?
within ELT 17. Specifically, it was conducted to test
whether temperature varied significantly within the
same ELT. In addition, this experiment examined the
mean temperature, vertical profile of temperature,
spatial and temporal variation of temperature, and
diurnal temperature patterns during the measurement
period (June 15 to 30, 1995). Nine weather stations
were installed on the slope within an 80 x 80 m? square
area, with 40 m spacing between each station. The sec-
ond experiment compared temperature and its vari-
ability among 3 dominant ELTs (11, 17 and 18) at a
medium spatial scale (<3 km). Three weather stations
were installed within each ELT at different locations
where 3 different treatments (urichanged, partial cut,
and group opening) would be applied to evaluate
effects of silvicultural treatments on ecosystem pro-
cesses. Data collected at the 3 stations before the silvi-
cultural treatments were treated as 3 replicates. Data
collection lasted for 14 d (August 11 to 25, 1995). The
third experiment examined temperature and its varia-
tion on larger temporal (about 1 yr) and spatial (about
20 km) scales. A weather station was randomly located
at each of the 9 MOFERP sites. Data collection started in
September 1994 and lasted to early Aprit 1995.

A 10 m radius circular plot was established around
each station to record DBH [diameter at breast height
(1.37 m)], overstory density (DBH 2 6 cm, stems ha™!),
understory density (3 cm < DBH < 6 cm, stems ha™!)
and canopy coverage (using a GRS densitometer;
Forestry Suppliers, Inc.). Table 2 summarizes the veg-

Table 1. Description of 3 major ELTs (11, 17 and 18) in MOFEP study sites that
were selected for comparison in Expt 2 of this study

Geologically, this region is underlain
mainly by Ordovician age dolomite

with areas of Cambrian age dolomite.
. Precambrian igneous rocks are also
present (Missouri Geological Survey
1979). Weathering of the Ordovician
and Cambrian age dolomites has
resulted in a deep mantle of leached,
very cherty residuum on the MOFEP

11 Ridge

ELT Land form Aspect Slope (%) Soil series Vegetation community
Neutral 0-8 Clarksville,  Dry chert forest
Poynor, Gepp
17 Side slope South and 8-99 Clarksville, Dry chert forest
West Poynor, Gepp
18 Sideslope Northand 8-99  Clarksville, Dry-mesic chert forest
East Poynor, Gepp Dry-mesic sand forest
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Table 2. Vegetation and topographic conditions of each experimental station. DBH: diameterrat breast height
Expt Stn ELT Slope Aspect Density (stems ha™!) DBH Coverage
(%) ) DBH26cm 3<DBH<6cm (cm) (%)
1 (Jun 15-30, 1995) 1 17 10 205 1011 414 17.95 80.55
. 2 17 8 205 891 1273 17.76 77.60
3. 17 15 200 637 637 19.28 81.02
4 17 15 195 1273 446 15.84 82.74
5 17 10 190 859 - 859 15.96 70.17
6 17 18 190 1719 1178 13.51 76.05
7 17 20 185 1273 796 13.01 79.76
8 17 10 180 1655 1050 15.33 85.12
9 17 10 180 1432 1655 13.28 85.81
2 (Aug 11-25,1995) 1 18 20 0 828 796 22.91 82.64
- -2 18 20 0 1241 1210 17.45 80.90
3 18 20 10 1019 1146 18.65 79.40
4 11 3 0 1146 350 19.57 82.52
5 17 25 190 891 637 20.55 84.76
6 11 3 0 1019 95 20.07 79.48
7 17 28 205 828 446 22.73 81.29
8 17 25 210 637 447 21.93 82.52
9 11 4 0 1019 191 19.14 80.43
3 (Sep 13, 1994- 1 11 3 0 923 604 20.59 75.60
Mar 30, 1995) 2 17 20 230 1273 382 15.13 79.21
3 18 26 135 1114 382 21.29 82.64
4 17 30 230 891 732 20.94 78.45
5 17 38 290 828 828 20.51 77.02
6 18 27 0 - 796 255 22.24 78.13
7 11 2 0 1942 223 12.37 78.45
8 11 3 0 477 573 26.46 72.98
9 18 25 320 859 541 15.12 82.38

etational and topographic information for each station
in each experiment. .

The cotton strip assay technique was used to deter-
mine the decomposition rates in the forest. The cotton
strip assay technique is a quick and simple method for
determining relative differences in cellulose decompo-
sition rate. Five 12 x 15 cm strips of Shirley Burial Cloth
manufactured by Shirley Dyeing and Finish Ltd.
(Sagar 1988) were inserted vertically into the soil to a
depth of 12 cm at each station in.Expt 1 using the
method outlined by Latter & Walton (1988). The cotton
strips remained in the field for 6 wk before they were
removed for analysis. We used a Scanpro Alwetron
TH-1 tensile strength tester to determine the strength
(kN m™!) of different parts of a strip through the soil
profile. Differences in tensile strength loss were taken
to represent the relative rates of decomposition (Heal
" et al..1974, Inerson et al. 1988, Day 1995).

Microclimatic variables monitored at each station
included solar radiation, wind speed, relative humid-
ity, soil temperature at 0, 5, 10, 15, and 20 cm in the

soil, and air temperature at 0, 0.5, 1.0, 1.5, and 2.0 m"~

above the ground. Since microclimate might have
more influence on herbs and ground flora than on the
overstory, and because most important soil processes

(e.g. horizontal rooting) occur between 5 and 20 cm
from the soil surface (Faulkner 1976, Dickmann & Pre-
gitzer 1992), we chose air temperature at 1.0 m above

‘the soil surface and soil temperature at 5 cm depth to

represent the air temperature (T,) and soil temperature
(T;) in this study. T-type thermocouples were used to
measure soil temperature, and E-type thermocouples
were used to measure air temperature. Campbell dat-
aloggers (21X and CR10) were programmed to sample
data every 10 s and to record 20 min average values.
Toshiba T1200 and T1000 portable computers and
SC32A interfaces were used for programming and
data retrieval. Two permanent weather stations were
installed in the experimental area, one'in a forest open-
ing and the other in a closed canopy forest. The pur-
poses of the 2 permanent stations were: (1) to estimate
any missing data resulting from technical failures at
mobile stations; (2) to compensate for the limitation of
sampling locations and times; and (3) to evaluate long-
term microclimatic characteristics (seasonal, annual, or
longer). ' : .

Since the installation of weather stations inevitably
damages the ground flora and soil, it reduced our abil-
ity to examine relationships between temperaturé and
vegetation in the above 3 experiments. For this reason,
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we established a 900 m transect through the study area
during the 1996 growing season. Every 10 m along the
transect we sampled air temperature at 1.0 m above
the soil surface and soil temperatures at the surface
and 5 cm depth using custom-built thermocouple sen-
sors. A 1 x 1 m? vegetation plot was sampled at each
- point to record species and coverage of the ground
flora, height and DBH of the 4 trees closest to the plot
center, and overstory coverage. We also estimated the
coverages of litter, bare soil, rock, moss, and coarse
woody debris (CWD).

2.3. Data analysis. Field data from each experiment
usually displayed trends over time (hourly, daily,
monthly, seasonal, or yearly) and were often highly
autocorrelated. Therefore, the data had to be trans-
formed before it could be used to test for differences
between stations or ELTs. The data transformation was
performed by subtracting the mean of the 9 stations
from the original data [X{(t)] at any given time (¢),
namely:

I
T(t) = X(t)- Y, X(t)/n (1)

i=1
where TIt) is the transformed temperature and n is the
number of stations. Parametric statistics (e.g. ANOVA
and regression analysis) were primarily used in this
* study. If the transformed data did not meet the assump-
- tions of normality and homogeneous variance, the
Kruskal-Wallis nonparametric test was used instead

. (Gibbons 1985). ' :

original

Soil temperature (°C)
o =)
I i

Jmﬂﬂ\f\“m
Oq :

S EFI NP I SN SN SN I S B
255 275 295 315 335 355 10 30 50 70 90
Julian day

Fig. 1. Data transformation of daily average soil temperature

at Stn 1 (Expt 3) from fall 1994 to spring 1995. The seasonal

trend in the original data was removed after transforming the

data by subtracting the mean of the 9 stations at each time
point

Fig. 1 shows the effectiveness of the data transfor-
mation. The original data in Fig. 1 are soil tempera-
tures at Stn 1 (Expt 3) from fall 1994 to spring 1995. The
seasonal pattern of the original data is obvious:
decreasing from fall to winter, and increasing from
winter to spring. After transformation the seasonal
trend is almost eliminated. We used sample standard
deviation to quantify the temperature variation, Simp-

" son's diversity index (S) was calculated for each vege-

tation plot along the transect as:
n
S = —1nz pi (2)
: i=1

where n is the number of species in each plot, and p; is
the proportion of coverage of species i. Correlation and
regression analyses were performed to detect the rela-
tionships between temperature (or temperature varia-
tion) and diversity at multiple spatial‘scales along the
transect. :

3. RESULTS
3.1. Temperature and its variability within ELT 17

The spatial heterogeneity of temperature was statis-
tically significant even at a small spatial scale (80 x
80 m?. At the temporal scale of 20 min, air tempera-
tures differed significantly between the 9 stations (p <
0.001), as did the soil temperature (p < 0.001). The dif-
ferences between any 2 stations were also significant
(p < 0.05), according to Student-Newman-Keuls multi-
ple comparison tests.

Soil temperature showed a larger spatial variation
(1.3 to 2.5°C) than air temperature (0.7 to 1.6°C) during
the measurement period. The changes in spatial varia-
tion of air and soil temperatures over time were similar,
but the spatial variation of soil temperature lagged air
temperature by about 20 min (Fig. 2). Based on Expt 1,
the spatial variation of soil temperature was highly cor-

" related with that of air temperature:

o; = 0.439 + 1.346%0, (R? = 0.83) (3)

where ¢; is the spatial variation of soil temperature at
t,, and o, is the spatial variation of air temperature at t,
(20 min earlier). . '

The temporal variation of air temperature was about
4°C, but only about 1°C for soil temperature during the
measurement period. However, they were highly cor-
related by a linear regression equation:

G5y = —2.978 + 1.0225 G, (R? = 0.74) 4)

where oy, is the temporal variation of soil temperature,
and 6, is the temporal variation of air temperature.
This quantitative relationship may change with soil
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Fig. 2. Spatial variation of air and soil temperature within ELT -

17 in Expt 1 (June 15 to 30, 1995)
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Fig. 3. Diurnal pattern of the spatial variation within ELT 17 in
" Expt 1 (June 15 to 30, 1995)

temperature at different depths and air temperature at
different heights. _

The diurnal patterns of spatial variation of air and
soil temperature were similar (Fig. 3). The spatial vari-
ation of soil temperature was consistently (0.6 to 0.9°C)
higher than that of air temperature at any time of day.
The highest spatial variation occurred between 10:00

and 12:00 h and the lowest variation at about 06:00 h.

32 N
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Fig. 4. Diurnal pattern of air and soil temperature within
ELT 17 in Expt 1 (June.15 to 30, 1995)

Soil temperature lagged air temperature by about
20 min. The spatial variation of temperature was
smaller and more stable during the night (from 20:00 to
06:00 h) than during the day. The spatial variation of
soil temperature remained relatively high in the after-
noon (12:00 to 19:00 h), whereas the spatial variation of
air temperature decreased more quickly during the
same period. The highest values of air and soil temper-
ature occurred at about 13:00 and 14:00 h respectively
(Fig. 4), but the highest spatial variation occurred
around 11:00 h (Fig. 3), so temperature and its spatial
variation did not keep the same diurnal pace.

Average air témperature was higher than average
soil temperature at each station, with a strong positive

linear relationship between them. Based on data from

Expt 1, the mean, minimum, and maximum soil tem-
peratures can be estimated from the mean, minimum,
and maximum air temperatures respectively:

TSmean = —21.0968 + 1.8937TApesn (RZ = 0.97)  (5)
TSmin = —10.2836 + 1.8805TAny, (R = 0.96) (6)
TSmax = —26.4889 + 1.6018TAmax (R2 = 0.85) ()

where TS = soil temperature and TA = air temperature.
The mean soil temperature increased linearly from
20 cm depth to the surface. Temperature increased

.rapidly near the soil surface, and then decreased

slowly with increasing height above the ground
(Fig. 5). The mean soil temperatures at different depths
(0, 5, 10, 15, and 20 cm) were significantly different
(p < 0.001). However, differences between the mean

air temperatures at different heights (0, 0.5, 1.0, 1.5,
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Fig. 5. Vertical profile of the mean, minimum, and maximum
temperatures (in Expt 1) from 20 cm depth in the soil to 2 m
above the soil surface

and 2.0 m) were not statistically significant (p > 0.27).
The vertical profile of minimum and maximum temper-
ature exhibited the same trend as the mean tempera-
ture. But the minimum temperature changed less
along the vertical gradient, while the change in the
maximum temperature was greater, especially near
the soil surface (Fig. 5). ‘

The diurnal pattern of air temperature was typically
bell-shaped, but that of soil temperature was much
‘flatter’ (Fig. 4). The average daily difference was
about 11°C for air temperature and only about 2°C for
soil temperature. Air temperature was higher than soil
temperature during the day, but lower at night. Air
temperature equaled soil temperature twice a day,
once at about 07:00 h (local standard time), and again
at about 23:00 h. Air temperature reached its maxi-
mum around 13:00 h and minimum around 05:00 h.
Soil temperature reached its highest value around
14:00 h, and its lowest value around 06:00 h. Soil tem-
perature lagged air temperature by about 1 h (Fig. 4).

3.2. Temperature and its variability between
ELTs 11, 17 and 18

The spatial variations of soil and air temperature
increased from within a single ELT (Expt 1) to among 3
ELTs (Expt 2) (Figs. 2 & 6A). The spatial variation of soil
‘temperature (1.6 to 2.5°C) was significantly higher
than that of air temperature (0.8 to 2.3°C) between dif-
ferent ELTs (p < 0.001) (Fig. 6A), and the spatial varia-

tion of air temperature and that of soil temperature
were poorly correlated (R? = 0.27). The spatial variation
of soil temperature was quite stable during the night,
reaching its minimum value at about 07:00 h, and then
increasing in the morning. It decreased from 12:00 to
14:00 h, reached its maximum value at about 15:00 h,
and then decreased again (Fig. 6B). The spatial varia- '
tion of air temperature decreased during the night to,
its minimum wvalue at 08:00 h, then increased in the
morning. It reached its first peak value at about
13:00 h, then decreased sharply, before increasing to
the second peak value at about 14:00 h. Afterwards, it
decreased until 17:00 h, then increased to the third
peak value at about 21:00 h (Fig. 6B). The largest dif-
ference between the spatial variations of air tempera-
ture and soil temperature occurred in the early morn-
ing, not at midday (Fig. 6B)}.

The mean temporal variations of air temperature in
ELTs 11, 17 and 18 were 4.09, 4.82, and 4.04°C, réspec-
tively. The corresponding values for soil temperature
were 1.16, 1.57, and 1.22°C (Fig. 7).

Air temperatures were similar in ELTs 11 and 17, but
substantially lower in ELT 18 (Fig. 8A). The mean air
temperatures in ELTs 11, 17 and 18 were 26.76, 26.08,
and 24.12°C, respectively. However, the correspond-
ing daily differences (maximum minus minimum) of air
temperature were 21.09, 22.28, and 19.7°C (Table 3).

‘Mean air temperature was significantly different (p <

0.001) between the ELTs. The patterns of air tempera-
ture in ELTs 11, 17 and 18 were similar (Fig. 8A). The
soil temperature in ELT 17 was consistently higher
than that in ELT 11, and the soil temperature in ELT 18
was obviously lower than those in ELT 11 and 17
(Fig. 8B). The average soil temperatures in ELT 11, 17
and 18 were 23.29, 24.29, and 20.66°C, respectively.
The average daily differences of soil temperaturé were
6.21, 7.76, and 5.9°C, respectively (Table 3). The mean
soil temperature was significantly different between
the ELTs (p < 0.001). The patterns of soil temperature
were different: ELT 17 was sharper than ELT 11, and
ELT 11 was sharper than ELT 18 (Fig. 8B). The mean
soil temperature (20 min average) in each ELT can be
estimated by the corresponding air temperature:

TS11 = 16.3476 + 0.2592TA11 (R2=0.82) (8
TS17 = 16.1572 + 0.3112TA17 (R?=0.92) 9
TS18 = 13.9778 + 0.2764TA18 (R2=0.84) (10

where TS11, TA11, TS17, TA17, TS18, and TA18 are
the corresponding soil and air temperatures in ELTs
11, 17 and 18, respectively. Soil temperature lagged air
temperature by 60, 80, and 100 min in ELT 11, 17 and
18 respectively.

The diurnal patterns of air temperature in ELTs 11, 17
and 18 were different. The difference between ELTs 11
and 17 was smaller than those between ELTs 18 and 11
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. T 3.3. Temperature and its variability at larger
o5 ]~ Airtemperature ‘ spatial and temporal scales
1 soil temperature
3 : o Unlike Expt 1 and Expt 2 (stand level) the
< 55 1 spatial variation of air temperature in Expt 3
5 1l - (landscape scale) was generally higher than
s | that of soil temperature during the measure-
S 1540 ment period (Fig. 10C, D). The spatial variation
© S of air temperature did not show a clear seasonal
‘g trend, while the spatial variation of soil temper-
N 10 - ature decreased from September to December
j 1994, and then remained relatively stable
] (Fig. 10C, D).
0.5 L L L Both air and soil temperature were signifi-
223 224 225 226 227 228 329.230 231 232 233 234 235 236 237 cantly different among the 9 MOFEP sites (D <
05 ulian day 0.001). Multiple comparison tests (Student-
' Newman-Keuls) showed that any 2 sites were
— air temperature significantly different from each other (p <
—_ soil temperature 0.01). A clearly decreasing trend can be seen
S from September 1994 to early January 1995 for
‘:’ both air and soil temperature, followed by an
2 increase (Fig. 10A, B). Soil temperature was
-g generally higher ‘than air temperature from
> October to February. During the measurement
8 period the maximum air temperature was close
8 to 28°C, and the maximum soil temperature
» was about 23°C, both of which occurred in Sep-
' tember. The minimum air temperature was
| ‘ close to -20°C, and the minimum soil tempera-
10 0 400 . 800 1200 1600 2000 oagp ture was about 2°C, both of which occurred in
' Time (hour) early January (Fig. 10A, B).
Fig. 6. Spatial variations of air and soil temperature and their diurnal
patterns between different ELTs in Expt 2 (August 11 to 25, 1995) 5
' ' _‘Tj —— air temperature
. M mmamm 50§l temperature
and between ELTs 18 and 17 (Fig. 9A). The minimum 4 1h 1
air temperature occurred at about 06:00 h. The maxi- o
.mum air temperature occurred at about 13:00 h, a little <
earlier for ELT 18 {Fig. 9A). The air temperature in ELT § 34
11 was higher than that in ELT 17 during the night but s
similar during the day, especially in the morning. The g
air temperature in ELT 18 was consistently lower than s 5
in ELT 11 and 17 throughout the day. The curves of soil 8
temperature were 'flatter’ than those of air temperature g
{Fig. 9A, B). The minimum soil temperature occurred at =
about 07:00 h. The maximum soil temperature occurred 17
at about 13:00 h for ELT 18, about 14:00 h for ELT 11,
and around 15:00 h for ELT 17 (Fig. 9B). The soil tem-
perature was consistently the highest in ELT 17 and the 0 ELT11 ELT17 ELT18

lowest in ELT 18 throughout the day {Fig. 9B). The diur-
nal pattern of soil temperature in each ELT was asym-
metric: the soil temperature in ELTs i1 and 18 in-
creased faster in the morning than it decreased in the
afternoon; the opposite occurred in ELT 17 (Fig. 9B).

Ecological landtypes

Fig. 7. Comparison of the temporal variation of air and soil
temperature between different ELTs in Expt 2 (August 11
to 25, 1995)
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ature and 0.04 for soil temperature). Ground
flora (herbs, shrubs, and vines) was more
sensitive to temperature variation. At the
10 m scale, the correlation coefficients be-
tween temperature and species richness (no.
of species m~?) were —0.72, -0.42, and -0.18
for air temperature, soil surface temperature,
and soil temperature, respectively; corre-
sponding correlation coefficients for Simp-
son's diversity index were —-0.53, —-0.32, and

-0.13. Simpson's diversity ranged from 0 to

Soil temperature (°C)-

| I I SNV I I ST R

16 | SO I

2.6, and it was highly correlated with species
richness at the 400 m scale (R? = 0.99).
Regression analyses showed that species
richness and diversity of the ground flora
were significantly related to air and soil sur-
face temperatures (p < 0.004), but were not
significantly related to soil temperature (p >
0.10). At the 10 m scale, air temperature
explained more than half (R? = 52%) of the
variation in species richness of the ground

223 224 225 226 227 228 229 230 231 232 233 234 235 236 237

Julian day

Fig. 8. Comparison of temperature features between ELT 11, 17 and
18 in Expt 2 (August 11 to 25, 1995). (A} Air temperature, (B} soil

temperature

3.4. Effects of temperature and its variation on
decomposition and species diversity

Although the temperature in Expt 1 (80 x 80 m?) was
significantly different from one station to another,
decomposition was not highly correlated with the spa-
tial variation of temperature in this study [correlation
coefficient (R) was 0.47 for air temperature and 0.62 for
soil temperature]. Regression analysis showed that air
temperature was not statistically significant in explain-
ing the variation in decomposition (p = 0.2), and soil
temperature was not significant at a 95% confidence
level but was significant at a 90 % level (p = 0.07).

The overstory part of the oak-dominated forest was
similar  in species composition, DBH, height, and
canopy coverage along the 900 m tran-
sect. 'Temperature was poorly corre-
lated with these indices of the over-

flora (Table 4).

With increasing spatial scale, the correla-
tions between temperature, temperature
variation, and species diversity varied con-
siderably. The scale which resulted in the
highest correlation was about 400 m for air
and soil surface temperature, and around
500 m for soil temperature. At the 400 m
scale, species richness and diversity were
negatlvely correlated with temperature and its spatial
variation. According to our transect data, Simpson's
diversity index (S) can be estimated by the regression
equations:

S = 16.892 - 0.669TA (R? = 0.99) (11)
S = 13.937 - 0.589TSF (R? = 0.98) (12)
S = 23.887 - 1.111TS (R? = 0.95) (13)
S = 2.218 - 2.85%0, (R? = 0.87) (14)
S = 2.387 - 1.51204 (R? = 0.92) (15).
S = 2.104 - 1.7160;, (R? = 0.79) (16)

where TSF = soil surface temperature and oy = spa-
tial variation of soil surface temperature. Species
richness can be estimated in a similar way (R >
0.74).

Table 3. Temperature (°C) and its variation within and between ELTs in Expt 2

story (R < 0.27). Temperature was -

negatively correlated with the litter ELT Mean Mean Maximum Minimum Maximum Minimum
coverage on the forest floor (R = -0.3 T, T Ta Ta Ts T;
for air temperature and -0.28 for soil 11 2676 2329 3621 1512 2603  19.82
temperature). Moss did not respond 17 26.08 24.29 36.02 13.74 27.82 20.06
well to temperature variation at the 18 24.12 20.66 32.35 12.65 23.07 17.17
stand level (R was 0.01 for air temper- :
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Fig. 9. Comparison of the diurnal pattern of (A) air tempera-

ture and (B) soil temperature between ELT 11, 17 and 18 in
Expt 2 (August 11 to 25, 1995)

4. DISCUSSION

“Both air temperature and soil temperature were sig-
nificantly different within the same ELT. These results
challenge the conclusion drawn by Hungerford &

Babbitt (1987) for the northern Rocky Mountains that -

surface condition does not appear to influence air tem-
perature. Our results support the conclusion that tem-
perature values for stands within the same vegetation
type can be expected to vary (Zobel et al. 1976). Addi-
tionally, they agree with results reported by Chen et al.
(1993) and Chen & Franklin (1997) that temperatures
can vary greatly at the stand level. Air and soil temper-
atures were strongly correlated within the same ELT.
The mean, minimum and maximum soil temperature
can be confidently estimated from the corresponding
air temperature (Bocock et al. 1977, Dwyer et al. 1990).
Significant differences existed for soil temperature
measured at different depths (0, 5, 10, 15, and 20 cm),
but differences were not significant for air temperature
measured at small vertical scales (0, 0.5, 1.0, 1.5, and
2.0 m above the soil surface). Within the same ELT, soil
temperature had a larger spatial variation than air tem-
perature, largely because air moves and mixes easily
due to wind and turbulence. Air movement causes
mixing of the air and the exchange of heat and energy
among the molecules, and thus it reduces the spatial

differences in air temperature. However, the mixing
process does not result in a uniform temperature pat-
tern because turbulence itself moves and distributes
energy unevenly across the stand. This conclusion dis-
agrees with Hungerford & Babbitt's (1987) explanation
that wind movement likely causes enough mixing to
mask any differences in temperature, or Bergen's
(1974) similar conclusion that the canopy and sub-
canopy air motion is sufficient to level out any local
temperature differences generated by uneven radia-
tion fields associated with canopy closure. On the other
hand, the wind-induced movement. of the forest
canopy and the understory vegetation made insolation
of the soil surface highly heterogeneous. This resulted
in a greater spatial difference in soil temperature in the
forest. Despite the differences, the spatial variation of
soil temperature can be accurately estimated from the
spatial variation of air temperature within the same
ELT. '

Temperatures in ELTs 11, 17 and 18 were signifi-
cantly different (p < 0.001). Air temperature in ELT 17
was lower than in ELT 11, but higher than in ELT 18.
The soil temperature in ELT 11 was lower than in
ELT 17, but higher than in ELT 18 (Table 3). These con-
clusions do not agree with some earlier reports that
slope and aspect have little effect on temperature
(Kaufmann 1984). Furman (1978) also found that
aspect had little effect on daily maximum temperature
observed at a series of paired weather stations on
either side of a forested ridge.

The spatial variation within different ELTs showed a
‘twin-peak' phenomenon, especially for soil tempera-
ture. Of the 3 ELTs, ELT 17 had the highest temporal
variation for both air and soil temperature. This might
be explained by the low overstory density in ELT 17
(Table 2) resulting in exposure to more solar radiation.
The temporal variation of air temperature was higher
in ELT 11 than in ELT 18, but the reverse was true for
soil temperature. - _ '

Spatial variation of temperature changed with spa-
tial scale, and the spatial variation of soil temperature
was always higher than that of air temperature at any
spatial scale. Air temperature was different from soil
temperature in responding to the spatial scale at the
stand level. The spatial variation of soil temperature
increased rapidly when the scale increased from 0 to
about 40 m, whereas the spatial variation of air tem-
perature increased slowly at these scales (Fig. 11). The
spatial variation of soil temperature decreased slowly
from about 40 to 400 m. The spatial variations of soil
temperature and soil surface temperature were similar
up to about 400 m, then the latter began to increase,
and the former kept stable before increasing after
about 700 m (Fig. 11). Since soil temperature helps
control nitrogen availability in the soil, this result may
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ture increased with increasing spatial scale
* (Fig. 12). Because the wind-mixing process
becomes less .influential at large spatial -
scales, air temperature becomes more het-
erogeneous at broader scales. We noticed
the spatial variation of soil temperature
decreased from the stand level to the land-

.scape level (Fig. 12). This was likely caused

Temperature (°C)

MR R

by the seasonal change of the forest canopy
in Expt 3. From late fall to late spring, the
trees (e.g. Quercus) shed their leaves. This
makes the insolation to the soil surface
more homogeneous than during the grow-
ing season. Therefore, the spatial variation
of soil temperature should decrease from

T e

canaly

the stand to the landscape level as we
found.

The temporal variations of both air and
soil temperatures increased with spatial
y scale. This might have been caused by dif-
ferences in fluctuation of the macroclimate
during the different measured periods.

Without the shading of the dense canopy in

il

~ Spatial variation (°C)

—_

Moty
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winter, the forest soil might receive rela- -
tively more insolation in the.daytime and
lose more energy during the night by
increasing the effective terrestrial radiation
(Rosenberg 1983). This can partly explain
why the daily difference and the temporal
variation of soil temperature increased dur-

o L.
255 275 295 315 335 355
Julian day

10

Fig. 10. Seasonal patterns of temperature and its .spatial variation among
the 9 MOFEP sites (Expt 3) from September 1994 to March 1995. (A, C} Air

temperature, (B, D) soil temperature

explain why more than 50 % of the spatial variability of
nitrogen availability has been found to be contributed
at stand levels {(Gross et al. 1995). The spatial variation
of air temperature increased from 0 to about 200 m,
then it remained stable before increas-
ing after about 550 m (Fig. 11). It is not
clear why the spatial variation of soil
temperature decreased from about 40
to about 600 m. Further studies at

perature, TS

ing the winter.

Temporal scale influences the spatial
variation of temperature (Fig. 13A). The
spatial variation of soil temperature at the
stand level was larger than that of air tem-
perature at any given temporal scale. The
vibration pattern of the spatial variation of
temperature with increasing temporal scale
was quite similar to damped oscillation (the amplitude
of the wave gradually decreases to zero). The ampli-
tude of vibration decreased gradually with increasing
temporal scale (Fig. 13A). At scales larger than about

Table 4. Coefficients of determination (R2) between species diversity of ground
flora and temperature variation, TA = air temperature, TSF = soil surface tem-

= soil temperature, 6, = spatial variation of air temperature, 64 =

spatial variation of soil surface. temperature, o; = spatial variation of soil

broader spatial scales may provide temperature
more insights toward a final explana- -
tion. Scale (m) Index TA  TSF TS G Ot O

The influence of scale on spatial o Soecios richn 052 018 003

v . pecies richness . . . - - -

variation can also be e:ﬁmmeid b’z’ Simpson'sindex 028 0.0 002 - - -
comparing Expts 1 (small scale), 400 Species richness 099 097 094 091 092 074
(stand level), and 3 (landscape level). Simpson'sindex ~ 0.99 098 095 087 092 0.79
The spatial variation of air tempera- - :
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Fig. 11. Effects of spatial scale on the spatial variation of tem-
perature within a stand using data collected every 10 m along
a 900 m transect
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Fig. 12. Comparison of the spatial variations of temperature
between Expt 1, 2 and 3 (from 80 x 80 m? to landscape level)

150 h for soil temperature and 200 h for air tempera-
ture, the amplitude of the vibration stabilized, regard-
less of the initial points (Fig. 13A). The initial point
affected the spatial variation greatly, especially at the
small temporal scales (Fig. 13A). The curves with dif-
ferent initial points in Fig. 13A almost intersected each
other near such temporal scales as 24, 48, and 72 h.
This suggests that the initial points had no effect on
spatial variation at these temporal scales and that the
day-based cycles (1-day, 2-day, 3-day, etc.) were dom-
inant during the measurement period. Therefore, the
daily average témperatures were more homogeneous
in variance and less autocorrelated, and they can be
treated as independent sampling points for statistical
* analyses. '

Spatial variation (°C)

Temporal scale also influences the temporal varia-
tion of temperature. The temporal variation of temper-
ature increased rapidly with the increase in temporal
scale. When the temporal scale was larger than 24 h,
temporal variation remained almost stable for soil tem-
perature and decreased slowly for air temperature
(Fig. 13B). This means the data were homogeneous in
variance and less autocorrelated beyond this scale
(24 h).

Temporal scale influences our ability to detect the
spatial difference of temperature and its relationship to
some ecological processes as well. The impacts of tem-
perature on ecological processes are almost continuous
over temporal scales (e.g. photosynthesis, respiration,
and growth). Instant or small temporal-scale tempera-
tures (e.g. 1, 5, 10, or 20 min average temperatures)
may be more important for these ecological processes,

2.4
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Fig. 13. Spatial and temporal variation of air and soil temper-

ature at different temporal scales within a single ELT (Expt 1)

(June 15 to 30, 1995). (A) Spatial variation, (B) temporal
. variation
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but it has not been paid much attention in previous
studies. Although daily average (or day-based) tem-
perature is more homogeneous in variance and less
autocorrelated, it decreases our ability to detect the
influence of temperature on some important ecological
processes at small temporal scales. Fig. 14 demon-
strates how critical the temporal scale is for detecting
the spatial difference of temperature. Since the data
are not normally distributed (from Expt 1), nonpara-
metric statistical methods are used. In Fig. 14, H is the
statistic of the Kruskal-Wallis test with 8 degrees of
freedom. When the temporal scale is smaller than
about 5 h (according to Fig. 14), it can be concluded
that the 9 stations are significantly different in temper-
ature (o = 0.05) according to the raw data (Fig. 14).
However, when the temporal scale is larger than 5 h, it
is difficult to detect their differences (Fig. 14). There-
fore, recording microclimate data at fine temporal
scales is recommended for ecological purposes. Fig. 14
also shows the importance of data transformation.
The transformed data can still detect the difference
between the stations even if the temporal scale is
larger than 5§ h (Fig. 14).

Temperature and soil moisture, as reported in previ-
ous studies (Fox & Van Cleve 1983, Erickson et al.
1985, Bonan & Van Cleve 1992, Edmonds et al. 1995),
are the most important and effective variables in pre-
dicting the decomposition rate on the forest floor
because of their influences on microorganisms, pH val-
ues, and biochemical processes (Van Cleve et al. 1990).
However, we did not detect a strong linear relationship
between decomposition rate and temperature in this

400

4

350 7 —o— raw data

—o— transformed data
300 — critical value (x=0.05)

250
]

200 +

H value

150

100

0 T T T T T T T T T T
0 10 20 30 40 50

Temporal scale (hour)

Fig. 14. Influence of temporal scale on the H value of the
Kruskal-Wallis test (Expt 1)

study. Air temperature only explained 22 % of the total
variance in decomposition, while 38 % was explained
by soil temperature. Previous studies showed that the
percentage ranged from 66 to 87 when using both tem-
perature and moisture (precipitation) to predict
decomposition rate in tundra ecosystems (Meal et al.
1974). This suggests that soil moisture and possibly the
interaction between temperature and moisture are
more critical in determining the decomposition rate in
the study area. An alternative explanation is that there
may exist a nonlinear relationship between the
strength of the cotton strip and the organic decomposi-
tion rate. This may reduce the accuracy in quantifying
the relationship between temperature and decomposi-
tion. Moreover, a nonlinear relationship may exist
between temperature and decomposition rate (Meal et
al. 1974, Rosswall 1974, Inerson et al. 1988).
Surprisingly, we found that the species diversity of
the ground flora was negatively correlated with tem-
perature and its spatial variation. Possible explana-
tions may include: (1) the high temperature during the
measurement period (summer) might be harmful to
some ground flora; (2) high temperature was gener-
ally related to the poor and dry soils in our study area,
which might reduce species diversity (Zobel et al.
1976); (3) the high spatial variation of temperature
was generally related to high temperature, which
resulted in negative effects on species diversity (R? =
0.87, 0.93, and 0.76 for air, soil surface, and ‘soil tem-
perature, respectively) (Chen & Franklin 1997). For
example, high species diversity was normally found in
flat valleys or on north -slopes where soil was deeper
and wetter, and temperature and its variation were
lower. ‘

5. CONCLUSIONS

Temperature can vary considerably in oak-domi-
nated forests depending on spatial and temporal
scales. Temperature and its variation can differentiate
some ecological processes even at the stand scale, and
their influence is also scale dependent. We suggest
that scale effects must be taken into account when
examining the effects of temperature on ecological
processes. Although the results of this study are based
on data specific to oak forests in southeastern Missouri,
some of the conclusions may be applied to other tem-
perate forests. However, some of the conclusions (e.g.
the effects of temperature and its variation on decom-
position and species diversity) may be different in
other regions.

This paper focuses on temperature and its variation
at the stand level. In order to show the ecological sig-
nificance of the spatial variation of temperature, we
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examined the relationships between temperature vari-
ation and décomposition and species diversity. Results
showing that the spatial variation of temperature is
poorly correlated with decomposition rate and nega-
tively correlated with species diversity suggest that the
relationship between spatial heterogeneity of the envi-
ronment and ecological patterns and processes (e.g.
species diversity) is complicated because of the inter-
actions between many environmental variables; sepa-
rating out the effects of 1 factor is usually difficult and
subject to bias. Therefore, muitidisciplinary coopera-
tion is recommended when some ecological patterns
arid processes are studied at the ecosystem or land-
scape level.
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